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Introduction
I LLMs excel at many language tasks, but demand substantial compute to deploy.

I We study PLMs for medical language tasks and investigates the conditions under which they struggle.

I Surprisingly, PLMs are not entirely bad. They just require more contextual fine-tuning.

Task Description
I T3: Dementia caregiver detection in
tweets.

Evelyn has dementia, and I know this. But when she asked
me today how my dad was doing ... it hurts. NO

@kurteichenwald Actually after the hell I went through with
my sibs trying to rob my mom with dementia..No. I'm not
stunned at all

YES

I T4: Insomnia detection in clinical notes.

1292276

male patient in twenties prescribed no drugs

pmicu nursing progress 7p-7a
review of systems
CV-vs have been stable.
RESP-pt felt ""dry"" with nasal cannula-was offered a cool neb at 40%-tried it x 1-2 
mins but did not like it-was offered a scoop mask but he preferred to go back to nasal 
cannula.his sats have been 96-100%.lungs sound clear.no c/o SOB.abc=79/39/7.49.
ID-t max 101 but down to 99.3po.remains on same antibx.no word on cx results 
yet.WBC pnd for this am.
GI-abd firm, has positive bowel sounds.took only sips of water overnight,along with 
pills.on protonix. having continuous liquid stool via bum bag.

NEURO-is alert and oriented, with some prompting he remembered some conversation 
from a few days ago.moves all extremities but is extremely weak.cannot hold self over 
with siderail.has been very conversant.have checked EEG periodically, no overt signs 
seizures.dilantin at 175 q 8 hrs.very anxious over inability to sleep.
F/E-has had a good urinary output.still with peripheral edema of hands-propped up on 
pillows.please see labs as listed in carevue.lactic acid=2.3 this am.got 40 more mq KCL 
as per ordered..TPN infusing.
SOCIAL-parents in till ~9 pm.dad called x 1.pt frustrated over not being able to sleep at 
night.was very interactive.

a-uneventful night

p-will monitor breathing status-wean off o2 as we are able.assess for seizures, do EEG 
checks.advance activity as he tolerates.watch i's and o's,labs.

Subtask1 : Insomnia

Subtask2a :

Def 1. YES
Def 2. YES
Def 3. YES
Rule A. NO
Rule B. NO

Def 1. Trouble initiating sleep OR Trouble maintaining sleep OR Waking
up earlier than desired OR An explicit mention of insomnia.

Def 2. Fatigue or malaise. OR Impaired attention, concentration, or
memory. OR Impaired social, family, occupational, or academic
performance. OR Mood disturbance or irritability. OR Daytime
sleepiness. OR Behavioral problems such as hyperactivity, im-
pulsivity, or aggression. OR Decreased motivation, energy, or
initiative. Proneness to errors or accidents. OR Concerns or dis-
satisfaction with sleep.

Rule A. Def 1. AND Def 2.
Rule B. Estazolam, Eszopiclone, Flurazepam, Lemborexant, Quazepam,

Ramelteon, Suvorexant, Temazepam, Triazolam, Zaleplon, Zolpi-
dem

Rule C. Acamprosate, Alprazolam, Clonazepam, Clonidine, Diazepam,
Diphenhydramine, Doxepin, Gabapentin, Hydroxyzine, Lo-
razepam, Melatonin, Mirtazapine, Olanzapine, Quetiapine, Tra-
zodone. OR Def 1. OR Def 2.

Results: T3: Dementia caregiver detection in tweets.
I Models. BERT, BERTweet, TwHIN-
BERT

I Loss Function. Focal Loss.

Lfocal = −αt(1 − p̂i,yi
)γ log(p̂i,yi

)

I Best Val Model. BERTweet

I Final Model. BERTweet

I Overrall Rank. 2nd out of 7 teams.
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Results: T4: Insomnia detection in clinical notes.
I Models. BioBERT, PubmedBERT,
SciBERT, MedBERT, ClinicalBigBird and
BioClinicalBERT

I Loss Function. Focal Loss.

I Best Val Model. MedBERT (st1),
SciBERT (st2a)

I Submitted Model. Ensemble of top-10
best seeds on validation set.

I Overrall Rank. 4th out of 7 teams.
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Error Analysis: PLMs vs GPT-4o
T3: Dementia caregiver detection in tweet.
I All PLMs failed on 15/353 val. cases; GPT-4o also failed on 7/15.
I Error Attribution:

Utterance
intonation

@FruitKace This has happened to my mom a many
times. Whenever my dad says my mom is forgetting
stuff and has dementia I ask if she has a UTI.

Temporality Joe Biden literally starts blanking on national TV
in one of the most progressive cases of dementia
I’ve ever seen (my grandpa had it and it got bad
FAST) and the mainstream media is covering for
him. Trump is right they are the enemy of the peo-
ple.

Certainty I’m currently off work due to poor MH. Too many
stresses at the same time, has led to burnout- Dad
in end stage of life, Mum with undiagnosed dementia
and self-neglect, other family stuff in Ireland I cant
discuss and daughter’s health. I have no idea when
I will return to work

T4: Insomnia detection in clinical notes.
I Low resource dataset

Train: 70, Val: 20 , Test: 100

Subtask 1

I 2 out of 20 val. cases for which all PLMs failed; GPT-4o succeeded.
I Error Attribution:

Extrapolat-
ing in-direct
symptoms

“very tired and weak”, “nightmares”, “neuro / short
deficit”, “very cooperative, sweet, now at times an-
gry” , “discomfort and incisional pain”

Subtask 2a

I Subtask 2a was complex. Interdependent sub-subtasks!
I PLMs struggle +10% on Def 2. compared to Def 1.
I For Rule B. we scored 100% by fuzzy string matching.
I Rule A and C model struggled due to inter-subsubtask dependency.

Takeaways
I PLMs often offer better overall recall.

I Domain specificity helps only when models are fine-tuned on specific tasks with enough data.

I Contextual finetuning medical models can improve handling of event time and certainty.
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